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PROJECT TITLE
Convex Relaxations for Global Optimization over Neural Networks

PROJECT DESCRIPTION
Description: Neural networks (NNs) are able to represent complex non-convex functions, and they have shown promising results in many applications, including image recognition, natural language processing, and robotic control. Some recent work has started to incorporate Deep NNs (DNNs) into safety-critical systems, like autonomous driving. Although DNNs obtain unprecedented empirical results, their opacity poses significant challenges, especially in safety-critical systems. It is therefore desirable to provide rigorous analysis and guarantees about the behaviors of DNNs.

In this project, we are interested in solving global optimization problems with the input/output behavior of NNs as constraints. The input/output behavior of NNs is nonlinear and non-convex, making it hard to solve the optimization problem exactly. A variety of convex relaxation techniques, such as interval bound propagation, linear programs, semidefinite programs, and dual relaxation, have been proposed to derive an approximated solution. In this project, the student will investigate different convex relaxation techniques for global optimization problems over NNs. The student will first survey and understand the existing approaches, such as [1]-[6] and the references therein, and then compare their relaxation quality and conservativeness. Finally, based on the survey and comparison, it will be very interesting to propose new relaxation techniques or new ideas on tightening the existing approaches.

This project will be in person.

INTERNS NEEDED
2 Students

PREREQUISITES
1. A strong background in linear algebra and optimization, and good programming skills (e.g., Python, Matlab, Julia) are required
References
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PROJECT TITLE
Inner and Outer Approximations for Semidefinite Optimization

PROJECT DESCRIPTION
Description: Convex optimization has profound impacts on many problems in control theory, discrete and nonlinear optimization, theoretical computer science, and machine learning. It is a fundamental tool to ensure efficient, resilient, and safe operations of many engineering systems, such as smart power grid, transportation, robotics, and many others. Optimization in these areas often takes the form of conic optimization, especially semidefinite programs. However, the existing interior-point methods for solving semidefinite programs are not very scalable for large-scale problems. In this project, the student will explore different inner and outer approximation methods to improve the efficiency of solving large-scale semidefinite optimization. One particular focus will be on the balance of approximation quality and numerical efficiency. The student will begin with reading some existing methods, e.g., [1][2][3][4], and then explore new ideas and implement new algorithms.


This project will be in person.

INTERNS NEEDED
1 Student

PREREQUISITES
1. A strong background in linear algebra and optimization is required
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PROJECT TITLE
Autonomous Vehicles in Mixed Traffic Systems: Analysis, Control, and Numerical Experiments

PROJECT DESCRIPTION
Description: The emergence of connected and autonomous vehicles (CAVs) promises to revolutionize road transportation systems. In particular, the advancements of CAVs offer new opportunities for traffic control, where autonomous vehicles can receive information from other traffic participants and act as mobile actuators to influence traffic flow internally, thus increasing efficiency and safety on public roads. Both small-scale real-world experiments (e.g., https://youtu.be/2mBjYZTeaTc) and large-scale numerical simulations (e.g., https://flow-project.github.io/) have shown promising results. Recent work has also started to build a solid theoretical understanding toward the influence of CAVs in mixed traffic involving both autonomous vehicles and human-driven vehicles.

In this project, the student will begin with reading some existing analysis and control methods of autonomous vehicles in mixed traffic, e.g. [1]-[3] and the references therein. Then the student will need to explore new control methods for regulating autonomous vehicles in mixed traffic. Another major focus will be the implementation of the analysis and control methods in Python. A range of numerical demonstration will be carried out in this project too.


This project will be in person.

INTERNS NEEDED
2 Students

PREREQUISITES
1. A strong background in linear algebra and optimization, and good programming skills (Python, Matlab, Julia etc.) are required
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**PROJECT TITLE**
Optimization Landscape Analysis of Some Control Problems

**PROJECT DESCRIPTION**
Description: Many recent studies have started to apply machine learning techniques to the control of unknown dynamical systems. They have achieved impressive empirical results. However, the convergence behavior, statistical properties, and robustness performance of these approaches are often poorly understood due to the nonconvex nature of the underlying control problems. In this project, we are interested in exploring the non-convex optimization landscape of some control problems, e.g., linear quadratic regular (LQR) [1], and linear quadratic Gaussian control (LQG) [2]. This will facilitate the understanding of model-free policy gradient algorithms for classical control problems.


This project will be in person.

**INTERNS NEEDED**
1 Student

**PREREQUISITES**
1. Good knowledge of linear algebra, control and optimization